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The evolution of two-dimensional Tollmien–Schlichting waves propagating along a
wall shear layer as it passes over a compliant panel of finite length is investigated by
means of numerical simulation. It is shown that the interaction of such waves with
the edges of the panel can lead to complex patterns of behaviour. The behaviour
of the Tollmien–Schlichting waves in this situation, particularly the effect on their
growth rate, is pertinent to the practical application of compliant walls for the delay
of laminar–turbulent transition. If compliant panels could be made sufficiently short
whilst retaining the capability to stabilize Tollmien–Schlichting waves, there is a good
prospect that multiple-panel compliant walls could be used to maintain laminar flow
at indefinitely high Reynolds numbers.

We consider a model problem whereby a section of a plane channel is replaced
with a compliant panel. A growing Tollmien–Schlichting wave is then introduced into
the plane, rigid-walled, channel flow upstream of the compliant panel. The results
obtained are very encouraging from the viewpoint of laminar-flow control. They
indicate that compliant panels as short as a single Tollmien–Schlichting wavelength
can have a strong stabilizing effect. In some cases the passage of the Tollmien–
Schlichting wave over the panel edges leads to the excitation of stable flow-induced
surface waves. The presence of these additional waves does not appear to be associated
with any adverse effect on the stability of the Tollmien–Schlichting waves. Except very
near the panel edges the panel response and flow perturbation can be represented by
a superposition of the Tollmien–Schlichting wave and two other eigenmodes of the
coupled Orr–Sommerfeld/compliant-wall eigensystem.

The numerical scheme employed for the simulations is derived from a novel
vorticity–velocity formulation of the linearized Navier–Stokes equations and uses
a mixed finite-difference/spectral spatial discretization. This approach facilitated the
development of a highly efficient solution procedure. Problems with numerical stabil-
ity were overcome by combining the inertias of the compliant wall and fluid when
imposing the boundary conditions. This allowed the interactively coupled fluid and
wall motions to be computed without any prior restriction on the form taken by the
disturbances.

1. Introduction
The pursuit of a seemingly impossible goal motivated the present work. At first

sight the prospects of using wall compliance to maintain laminar flow at indefinitely
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high Reynolds number seem poor. In order to explain why this goal may be realizable
by using suitably designed multiple-panel compliant walls it is necessary first to give
some background information. This will also help to explain why the present work
was undertaken.

In a low-disturbance environment, such as found in free flight and in some ma-
rine applications, quasi-two-dimensional Tollmien–Schlichting (TS) waves precede
transition in the flat-plate boundary layer and similar flow fields. (See Schlichting
1979.) Various receptivity processes are responsible for generating these instabilities
which are probably initially three-dimensional and randomly distributed. However,
quasi-two-dimensional TS waves are preferentially amplified in the boundary layer.
Further downstream the amplitude of the most amplified waves becomes sufficiently
large for nonlinear effects to become important. Transition follows shortly thereafter.
Evidently, then, if the growth of TS waves could be reduced or completely suppressed
and providing that no other instability mechanism comes into play, transition could
be postponed or even eliminated altogether.

It is now widely accepted that wall compliance can be used to stabilize TS waves.
Carpenter & Morris (1990) carried out calculations of the growth of TS waves over the
same type of compliant-wall model as used in the present work, indicating that about
a fivefold rise in the transitional Reynolds number (Rext) is possible. Similar results for
different types of compliant wall have also been obtained by Yeo (1988) and Dixon,
Lucey & Carpenter (1994). Transition delays of this magnitude would lead to very
useful drag reductions in many engineering applications, but are still a long way from
maintaining laminar flow at indefinitely high Reynolds number. Moreover, further
experimental verification is needed to make the theoretical predictions convincing.
No experimental work has yet been done to verify the substantial transition delays
predicted by the theory. Such experiments would be expensive and difficult. But
the theory has been corroborated in a series of experiments by Gaster (1987) and
his co-workers. These experiments were carried out with great care on a flat-plate
model in a large towing tank. The plate was fitted with compliant panel inserts.
The designs of the two-layer compliant walls were not in any way optimized for
transition delay. Nevertheless, in some cases a very marked reduction was observed
in the growth of TS waves for the compliant panels compared with the rigid surface.
In the best case approximately a 30% increase in transitional Reynolds number was
found. In fact, it was the limitations of the experimental set-up rather than the
compliant-wall properties that made it impossible to achieve greater transition delays.
The Gaster experiments were not designed with the intention of providing direct
verification of transition delay. Their significance lies in the close agreement found
between the measurements of TS wave growth and the corresponding theoretical
predictions. Moreover, Lucey & Carpenter (1995) have recently demonstrated that
there is also a close agreement between the theory and experimental observations for
one of the wall-based modes found in flows over compliant walls. In fact, it is this
instability – travelling-wave flutter – that appears to be the main route to transition
for the boundary layers in the Gaster experiments. Most, if not all, of the features
observed in these experiments can now be explained quantitatively on the basis of
the appropriate linear stability theory. This gives us confidence in the reliability of
the theory.

Carpenter & Morris based their approach, in part, on selecting wall properties for
which the two main hydroelastic instabilities – travelling-wave flutter and divergence
– were marginally stable. The estimate used for the onset speed of divergence was
based on potential flow theory. This gives very conservative results, since it is known



The evolution of Tollmien–Schlichting waves over compliant panels 363

12

10

8

6

4

2

0 2000 4000 6000 8000

Re

ln
(v

x
/v

i)

Figure 1. Theoretical amplification curves for a compliant wall with a good transition-delaying
capability. Each curve corresponds to a fixed frequency with the magnitude falling from left to
right. vx and vi denote respectively the amplitudes of the velocity perturbations at a streamwise
station and at the point on the lower branch of the neutral curve corresponding to the fixed value
of frequency.

(Kendall 1970 and Duncan, Waxman & Tulin 1985) that the presence of the boundary
layer substantially reduces the fluctuating pressure at the wall compared with that
found with purely potential flow. This effect is also evident in recent numerical
simulations by Lucey, Cafolla & Carpenter (1997) for disturbances to a laminar
boundary layer. The best estimates now available suggest that the divergence onset
speed would be well in excess of twice the value assumed by Carpenter & Morris.
In fact, it is only necessary to raise their value of the divergence onset speed by a
factor of 1.4 to permit a choice of sets of wall properties that result in the complete
suppression of TS waves over a range of Reynolds number. This is illustrated by
the theoretical amplification curves plotted in figure 1 which were obtained using the
methods of Carpenter & Morris. Each curve corresponds to a different value of TS
frequency; the frequency falls as we move from left to right in the figure. The most
noteworthy point about figure 1 is the complete suppression of the TS waves between
approximately Reδ∗ = 2000 and 2600 (where Reδ∗ is the local Reynolds number
based on the boundary-layer displacement thickness). In figure 21 of Carpenter &
Morris (1990) the same range of Reynolds number corresponds to a minimum in
amplification, but complete suppression was not observed.

The range of Reynolds number corresponding to complete suppression can be
changed at will by selecting different sets of wall properties. It thereby becomes clear
that the wall properties could be locally tailored to achieve complete suppression
of the TS waves. The best way to achieve this in practice would be to have
a series of relatively short compliant panels each having properties to match its
range of Reynolds numbers. This brings yet another advantage because small
compliant panels are less vulnerable to hydroelastic instability than long ones (Lucey



364 C. Davies and P. W. Carpenter

Channel centreline

Undisturbed
velocity
profile TS wave

Amplitude of
disturbance
velocity V

Rigid wall Compliant wall Rigid wall

y = 0

y = –h

x = Fx = F1 x = F2
x = 0

Um

Figure 2. A schematic sketch of the problem under study. (It should be noted that the results of
the simulations shown in subsequent figures correspond to the upper half of the channel.)

& Carpenter 1993b). Carpenter (1993) has shown that even the use of only two
panels can lead to a substantial rise in the transition delay compared to a compliant
wall having properties which are invariant in the streamwise direction. To be really
effective at suppressing TS waves the theory suggests that we would want to use
fairly small panels. But this theory is based on the assumption of infinitely long
compliant walls. An obvious question is: Do panels as short as a few, or even one,
TS wavelengths retain a capability to suppress TS waves? The present work was
undertaken to provide an answer to this question.

We considered that for our purposes the best way to study the evolution of a TS
wave in a wall shear flow over a finite compliant wall is by numerical simulation.
In order to make the problem as simple as possible, while retaining all the essential
features, we have studied a TS wave evolving in a fully developed two-dimensional
channel flow (plane Poiseuille flow), rather than in a Blasius boundary layer. The
channel flow has the advantage of being a truly parallel mean flow. We have also
restricted the present numerical simulations to the linearized two-dimensional Navier–
Stokes equations. We have already extended our methods to enable similar numerical
simulations to be carried out for boundary layers. The resulting simulations in
boundary-layer flow show that the essential physics is revealed by the present study.
Accordingly, because of the attractions of keeping the extraneous flow details as
simple as possible, we have chosen to undertake a comprehensive study using a
channel flow as the basic undisturbed shear flow. It may also a more appropriate
choice for the other possible applications of the work, briefly mentioned below.

The problem studied is illustrated in figure 2. The channel is fitted with a compliant
insert between streamwise stations x = `1 and x = `2. The undisturbed velocity
profile throughout is given by the well-known parabolic profile. At inlet (x = 0)
the disturbance velocity is given by the appropriate TS eigenfunction of the Orr–
Sommerfeld equation. At exit x = ` the solutions are required to be wave-like
with the appropriate rigid-wall wavenumber, as determined by the Orr–Sommerfeld
eigenvalue. Only symmetric disturbances (antisymmetric streamwise velocity) are
considered. The compliant panel is modelled by the plate–spring model of Carpenter
& Garrad (1985, 1986).

There are likely to be some interesting flow physics revealed by this type of
numerical experiment. It is not just a question of observing the passage of a TS wave
over the compliant panel. The panel itself can support waves independently of the
TS wave. The TS wave may trigger other modes of response owing to scattering or
reflection at the leading and trailing edges. Lucey & Carpenter (1993a) have shown
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Figure 3. The variation of wall displacement for a plate-spring compliant panel driven
harmonically in the absence of a fluid flow: ——, driver frequency below cut-off; and – – –,
above cut-off.

that even for very long panels the leading and trailing edges exert a subtle effect on
the phase of the wall displacement for these other modes over the whole of the panel.
Thus the panel response may contain a range of wavenumbers in addition to that of
the TS wave. Accordingly we may expect the spatial and temporal variations of such
properties as wall displacement and pressure, and enstrophy and energy integrals to
be highly complex.

The complexity of the panel’s response is likely to be governed by whether the
frequency of the TS wave is above or below cut-off. The cut-off phenomenon can
be readily appreciated in the case where there is no flow and the panel is driven
periodically at a point. In this case the cut-off frequency is given by (K/m)1/2 where
K and m are the spring stiffness and the areal density of the wall. A simple Green’s
function analysis similar to that found in Morse & Ingard (1968) leads to the results
for wall displacement shown in figure 3. For this undamped wall it can be seen
that only when the compliant panel is driven at a frequency above cut-off do waves
propagate to infinity. For the present problem of a TS wave propagating over a panel
we might expect to see a response dominated by the TS wave if its frequency is below
the panel’s cut-off frequency, but a much more complex response when this is not so.
A further complicating factor is that with the presence of a fluid flow the definition
and identification of the cut-off frequency is less straightforward.

Let us now turn briefly to the computational aspects of the work. Since fully
nonlinear and three-dimensional direct numerical simulations are becoming almost
commonplace, one may well expect the present linear two-dimensional simulations to
be simple and straightforward. Certainly they require much less computer resources
and the outlet boundary conditions are far less of a problem for linear simulations.
There are, however, several special features of the current problem that make it a
fairly challenging computational task requiring the development of special methods.

The evolution of TS waves and other disturbances in shear flow over a rigid wall
is highly parabolic in character. Most direct numerical simulation techniques exploit
this feature either explicitly or implicitly. The recently developed and highly efficient
parabolic-stability-equation (PSE) approach due to Bertolotti, Herbert & Spalart
(1992) is obviously based on the usual parabolic nature of disturbance evolution. It
cannot be used for the present problem. Many successful direct numerical simulations
are so-called temporal simulations based on spectral codes with periodic boundary
conditions. Examples are the numerical simulations of instabilities developing in
boundary layers (Wray & Hussaini 1984), in fully developed plane channel flow
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(Gilbert & Kleiser 1986) and in boundary layers over compliant walls (Domaradzki
& Metcalfe 1987 and Metcalfe et al. 1991). This type of approach depends on a close
analogy existing between the true spatially developing flow field and a model, purely
temporally evolving, one. This crucial analogy only remains valid if the parabolic
character of the disturbance evolution is preserved. For the present problem where
strong upstream influence is anticipated only a truly spatial simulation will meet the
requirements. Accordingly our approach follows in part the work of Fasel and his
co-workers (Fasel 1976; Fasel & Konzelmann 1990; Fasel, Rist & Konzelmann 1990).

Perhaps, the main difficulty encountered in the present work is associated with
the need to simulate interactive coupling between the fluid flow and the compliant
wall: the fluid flow generates forces which drive the wall while the resulting wall
motion strongly influences the flow field. This state of affairs makes it difficult to
achieve a stable iterative scheme. Domaradzki & Metcalfe (1987) and Metcalfe et al.
(1991) successfully overcame these problems but, for the reasons set out above, their
temporal-simulation approach will not work for the present problem. It is easier to
achieve a stable scheme if the inertia of the wall is neglected, as in the recent scheme
due to Luo & Pedley (1996). A stable scheme can also be achieved relatively easily if
it is assumed that the solutions are fully periodic in time. This allows us to replace
time derivatives of the quantity Q by iωQ where ω is the disturbance frequency.
Our early simulations were based on this approach (see Davies 1995). In some cases
this approach produces satisfactory simulations. But it is not really acceptable in a
numerical experiment to make this assumption a priori and, in fact, it turns out to
be invalid for many cases of interest.

Lucey & Carpenter (1992) provide guidance on how a stable iterative scheme may
be developed. They highlighted the need to combine terms representing the wall and
hydrodynamic inertias. Belanger et al. (1994) have also followed a similar procedure
in their recent simulations of flow–structure interaction. The reason for proceeding in
the way developed by Lucey & Carpenter can be roughly explained as follows. If the
inertia terms are treated separately, so that they lie on opposite sides of the equation
used in the iterative scheme, there is always the danger that one of the two terms will
dominate the other causing the iterative scheme to fail to converge. In our scheme
we achieve the same end by notionally treating the total normal momentum of the
system (flow plus wall) as a single variable.

Our overall objective for the numerical aspects of the work was to develop a highly
efficient scheme which is capable of resolving all the features of the flow field and
could achieve stable converged solutions even for non-periodic temporal variation.
To this end we have developed a hybrid spectral/finite-difference approach based
on a novel velocity–vorticity formulation which results in a very efficient and stable
tridiagonal scheme.

At this point we will briefly mention other possible applications of the present
work. It might well be expected to be of some relevance to certain problems in
biomechanics. The literature for this subject is vast, so we will confine ourselves
to referencing some recent reviews (Kamm 1987; Skalak, Özkaya & Skalak 1989;
Grotberg 1994) and a few selected recent papers. There seems little evidence that
TS waves themselves are relevant to any biomechanical phenomenon. However, the
numerical methods developed for the present work and some aspects of the physics
may well be applicable. For example, rigid inserts (stents) are sometimes used to
reinforce blood vessels in the treatment of cardiovascular disease. Recent numerical
simulations by Henry & Collins (1996) of arterial flows with rigid/compliant joins in
the wall show some aspects of the flow physics revealed by our simulations. Another
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example is the the phenomenon of collapsible tubes which has received considerable
attention recently – fairly recent reviews are given by Kamm (1987) and Kamm &
Pedley (1989). More recently Pedley and his co-workers (Rast 1994, Luo and Pedley
1995, 1996 and others) have carried out a number of related numerical simulations
for a two-dimensional channel flow with a membrane of finite length replacing part
of one of the otherwise rigid walls. These simulations have been carried out to
investigate a new mechanism for the collapse of elastic tubes which was proposed by
Pedley (1992).

The remainder of the paper is set out as follows. The formulation of the problem
is discussed in §2. The numerical methods are discussed in §3. Sections 3.1 and 3.2
describe the methods used to discretize the fluid flow and wall motion respectively.
Section 3.2 also describes how the wall and fluid inertias are combined to obtain a
stable iterative scheme. Code validation is briefly discussed in §3.3. The main results
of the numerical experiments are presented and discussed in §4. The results for TS
frequency below cut-off are presented in §4.1. An analysis of the energy flux terms is
given in §4.2. An approximate representation of the wall response is developed in §4.3
and the effect of the fluid flow on the cut-off frequency is discussed. Results for TS
frequency above cut-off are presented in §4.4. Some additional simulations are briefly
described in §4.5. Finally conclusions follow in §5.

2. Formulation of the mathematical problem
The mathematical problem is depicted in figure 2. The computational domain

corresponds to a portion of a fully developed plane channel flow. A Tollmien–
Schlichting wave enters the domain at x = 0. Unless stated otherwise all quantities
are non-dimensional with the channel half-width h, flow speed Um along the centreline
and fluid density ρ, used as reference. (Hereafter ` denotes a dimensionless length.)
Thus the domain is defined as 0 6 x 6 ` and −1 6 y 6 1. The channel wall
is fitted with a compliant panel between x = `1 and x = `2, elsewhere it is rigid.
We have restricted attention to normal disturbance velocity components, v, which
are symmetrical (implying antisymmetrical streamwise disturbance velocity, u, and
symmetrical vorticity disturbance, ω), because disturbances of this type determine the
stability in the case of rigid walls (Drazin & Reid 1981).

Our vorticity–velocity formulation of the linearized two-dimensional Navier–Stokes
equations takes the form

∂ω

∂t
+U

∂ω

∂x
+U

′′
v =

1

R
∇2ω, (2.1a)

u =

∫ y

0

ωdy +
∂

∂x

∫ y

0

vdy; ∇2v = −∂ω
∂x
, (2.1b, c)

where the undisturbed flow speed U = 1 − y2 and R is the Reynolds number based
on h and Um. Equation (2.1a) is the vorticity transport equation and (2.1b) has been
derived from the definition of vorticity, namely

ω =
∂u

∂y
− ∂v

∂x
.

Equation (2.1a) is decoupled from u, so that as matters stand the problem would be
ill-posed because the evolution of the vorticity disturbance would not be influenced
by the boundary conditions imposed on u (this problem would not occur if nonlinear
terms were included). This is remedied by deriving an integral constraint on ω from
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(2.1b) which takes the form ∫ 1

0

ωdy = uw −
∂

∂x

∫ 1

0

vdy (2.2)

where suffix w denotes evaluation at the wall.
The use of (2.1b) and (2.1c), together with the symmetry condition, ensures that

the incompressiblity condition

D ≡ ∂u

∂x
+
∂v

∂y
= 0

is satisfied throughout the domain.
The merits of using a vorticity–velocity approach for spatial simulations of stability

and transition are discussed by Fasel (1980). A more general review discussing
the merits and demerits of the approach is given by Gatski (1991). Our vorticity–
velocity formulation is significantly different from the usual approach and it is worth
discussing the reasons for this. Usually a second Poisson equation of the form

∇2u =
∂ω

∂y
(2.3)

is used instead of (2.1b). There is a general difficulty with the use of the set of
equations (2.1a, c) and (2.3) in that they only imply ∇2D = 0 rather than D = 0. But
from the maximal principle of harmonic functions it follows that if D = 0 on the
boundary, it will hold everywhere in the interior of the domain. Accordingly Fasel
(1980) chose to use a discretized version of D = 0 applied at the wall in developing
his finite-difference representation for (∂2v/∂y2)w . It is not clear that this procedure
can be formally justified, although it gives acceptable results in practice. It would
appear that mathematically our procedure is more satisfactory.

At x = 0 the inlet boundary conditions are supplied by the real part of the
appropriate Orr–Sommerfeld eigensolutions for v and ω. No inlet boundary condition
is required for u. For the outlet condition at x = ` we follow Fasel (1976) and require
the flow variables to be wave-like, i.e. ∼ exp(iαrx), at outlet, so that

∂2v

∂x2
+ α2

r v = 0,
∂2ω

∂x2
+ α2

rω = 0. (2.4a, b)

He found that this type of boundary condition allowed small-amplitude two-dimen-
sional TS waves to pass smoothly out of the computational domain. Kloker, Konzel-
mann & Fasel (1993) have studied the effects of the outflow boundary conditions in
transition simulations. From their work it appears that problems may be encountered
with the present approach when nonlinear terms are included in the governing equa-
tions and the wave amplitudes are larger. For the present linear calculations α was
chosen to be the appropriate Orr–Sommerfeld eigenvalue. In some cases advantage
could be gained by using the imaginary part of the eigenvalue to specify a growing
wave at outlet. No problems were encountered in using the boundary conditions (2.4)
when the rigid outlet portion of the wall was varied in length, even in the case when
the wall was compliant at outlet.

The plate–spring model of Carpenter & Garrad (1985) is used for the dynamics of
the compliant wall which is, accordingly, governed by the following equation:

m
∂2η

∂t2
+
d

R

∂η

∂t
+

1

R2

(
B
∂4

∂x4
− T ∂2

∂x2
+K

)
η = pw (2.5)
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where η is the dimensionless vertical wall displacement (horizontal displacements are
neglected in this model), pw is the dimensionless hydrodynamic pressure disturbance
acting on the wall; m, d, B, T and K are all non-dimensional wall parameters and are
respectively the areal density, damping coefficient, flexural rigidity, applied streamwise
tension per unit span and spring stiffness per unit area of the compliant wall. It is
inconvenient to make the wall parameters dimensionless using Um as a reference
quantity, since the wall parameters will change when the centreline flow speed is
altered during a series of computational experiments. To remove this difficulty the
kinematic viscosity, ν, has been used as a reference quantity instead of Um. This has
the effect of introducing the factors involving R in (2.5). Thus using an asterisk to
denote a dimensional quantity we have

m ≡ m∗

ρh
,

d∗

ρUm

=
1

R

d∗ρh

ν︸ ︷︷ ︸
d

,
B∗

ρh3U2
m

=
1

R2

B∗

ρhν2︸ ︷︷ ︸
B

,

T ∗

ρhU2
m

=
1

R2

T ∗h

ρν2︸︷︷︸
T

,
K∗h

ρU2
m

=
1

R2

K∗h3

ρν2︸ ︷︷ ︸
K

.

At the panel edges x = `1 and x = `2 we have imposed hinged conditions, i.e.

η =
∂2η

∂x2
= 0 at x = `1 and x = `2. (2.6)

Owing to the sudden change in surface slope hinged conditions are more demanding
computationally than clamped ends and, for this reason, most of the simulations
reported used conditions (2.6). Some simulations using clamped end conditions will
be briefly reported in §4.5.

At the wall the boundary conditions u = v = 0 are applied for the rigid-wall portion
0 6 x 6 `1 and `2 6 x 6 `. At the compliant wall the velocity and stress components
are continuous between fluid and solid. Thus when linearized the boundary conditions
on velocity become

uw = −U ′

wη, vw =
∂η

∂t
. (2.7a, b)

The pressure disturbance can be obtained by integrating the linearized y-momentum
equation of the Navier–Stokes equations:

p = −
∫ y

0

(
∂v

∂t
+U

∂v

∂x
+

1

R

∂ω

∂x

)
dy. (2.8)

In practice the term involving the factor 1/R is negligible. The driving pressure term
on the right-hand side of (2.5) is obtained from (2.8) by setting y = 1.

At this point it should be noted that there is also a mean pressure gradient along
a horizontal plane channel flow. Physically this would produce a small mean wall
deflection and thereby a small change to the mean flow. This may produce extraneous
effects which would obscure the interaction of the TS wave with the leading and
trailing edges of the compliant panel. Since the investigation of this interaction is the
main aim of the present work we will assume that the mean pressure has equilibriated
on either side of the plate, allowing its effect on the wall displacement to be neglected.
Alternatively the channel could be assumed to be inclined to the horizontal, thereby
eliminating the streamwise pressure gradient. But, in any case, the mean pressure
gradient is only O(1/R), so its effect is relatively minor.
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In cases where the wall is still compliant at outlet, i.e. `2 = `, a wave-like outlet
boundary condition analogous to (2.4a, b) can be derived for the wall displacement η
(Davies 1995).

3. Numerical methods
3.1. Fluid flow

The numerical scheme is based on a spectral Chebyshev tau treatment of the variations
in the y-direction combined with second-order finite-difference discretization for the
temporal and streamwise spatial variations. The advantages of using a spectral
scheme in the y-direction are that it can accurately resolve the disturbance profile
and accurately evaluate the pressure integral (2.8) which is crucial for this interactive
simulation. In fact, as will be seen below, we have been able to construct a tridiagonal
scheme, so that the increased resolution of the spectral method is obtained without
any significant penalty in computing time.

3.1.1. Spectral scheme for y-variations

The vorticity and normal-velocity disturbances are expanded in even Chebyshev
polynomials as follows:

ω(x, y, t) = 1
2
ω1(x, t) +

N∑
k=2

ωk(x, t)T2(k−1)(y), (3.1)

v(x, y, t) = 1
2
v1(x, t) +

N∑
k=2

vk(x, t)T2(k−1)(y), (3.2)

where Tn is the nth Chebyshev polynomial. Only even polynomials are used because
we are restricting attention to even disturbance modes. An expansion for u would
comprise odd polynomials, but there is no need to solve for u directly; it can be
obtained from (2.1b) once ω and v are known.

Following the treatment of the Orr–Sommerfeld equation by Bridges & Morris
(1984) we have found that integral operators lead to a more convenient form of
spectral expansion than differential operators. Accordingly (2.1a, c) are integrated
twice to obtain

∂

∂t

∫ ∫
ω +

∂

∂x

∫ ∫
Uω +

∫ ∫
U
′′
v =

1

R

(
ω +

∂2

∂x2

∫ ∫
ω

)
+ c(x, t), (3.3)

v +
∂2

∂x2

∫ ∫
v = − ∂

∂x

∫ ∫
ω + d(x, t), (3.4)

where ∫ ∫
ω etc. denotes

∫ y

0

∫ y
′

0

ω(y
′′
)dy

′′
dy

′
etc.

and c(x, t) and d(x, t) are integration functions.
Substitution of (3.1) and (3.2) into (3.3) and (3.4) leads to the two systems of

equations

Ijk

(
∂ωk

∂t
− 2vk −

1

R

∂2ωk

∂x2

)
− 1

R
ωj +Ujk

∂ωk

∂x
= 0, (3.5)

vj + Ijk

(
∂2vk

∂x2
+
∂ωk

∂x

)
= 0, (3.6)
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for j = 2, ..., N. Here and elsewhere we use the repeated-suffix convention to imply
summation over k from 1 to N. Using f to denote an arbitrary variable, the matrix
operator Ijk is equivalent to

∫ ∫
f and is defined as

Ijkfk =
δjk

8

(
fk−1

(k − 1)(2k − 3)
− 4fk

(2k − 1)(2k − 3)
+

fk−1

(k − 1)(2k − 1)

)
. (3.7)

The matrix operator Ujk represents
∫ ∫

Uf. The parabolic mean velocity leads
to a pentadiagonal form. The jth equation in each of (3.5) and (3.6) has been
obtained by equating coefficients of T2(j−1). The operators also generate the higher-
order polynomials T2N and T2(N+1). Following the usual practice with a tau-method
(Canuto et al. 1988) we do not attempt to match the coefficients of these polynomials.
The j = 1 equations have been deliberately omitted because they involve the unknown
integration functions c and d. A total of 2N equations for the 2N coefficients of
ωk and vk are obtained by replacing these omitted equations by two other equations
derived from the integral and boundary conditions (2.2) and (2.7b). These are given
by

qk

(
ωk +

∂vk

∂x

)
= uw, rkvk = vw, (3.8a, b)

where

q1 = r1 = 1
2
, qk+1 =

∫ 1

0

T2k(y)dy = − 1

4k2 − 1
, rk+1 = T2k(1) = 1.

Given vk , (3.8a) and (3.5) could be solved for ωk; equally, given ωk , (3.6) and (3.8b)
could be solved for vk . This indicates the basis of the interation scheme which is
incorporated into the marching scheme used to determine the streamwise variation.

3.1.2. Finite-difference schemes for temporal and spatial variations

Initially the Crank–Nicholson method was tried for discretizing the time derivative.
It failed in many cases and, accordingly, was abandoned in favour of a fully implicit
three-point backward-difference method. Centred differences are used for all x-
derivatives. In both cases second-order schemes are used. Implicit time discretization
is necessary to obtain numerical stability when resolving unsteady disturbances in a
viscous flow at high Reynolds numbers (Fasel 1980). The type of interactive problem
studied herein is even more difficult in this regard; implicit methods have proved to
be absolutely neccesary even when potential flow is used to model the fluid dynamics
(Lucey & Carpenter 1992).

Using the notation

f`k,n = fk(xn, t`)

the three-point implicit time discretization takes the form(
∂fk,n

∂t

)`
=

1

2∆t

(
3f`k,n − 4f`−1

k,n + f`−2
k,n

)
and the system of equations (3.5), (3.6), (3.8a,b) becomes{

Ijk

(
3 +

4∆t

R(∆x)2

)
− 2δjk

∆t

R

}
ω`
k,n +Ujk

∆t

∆x

(
ω`
k,n+1 − ω`

k,n−1

)
−Ijk

(
4ω`−1

k,n − ω`−2
k,n + 4∆tv`k,n +

2∆t

R(∆x)2

(
ω`
k,n+1 + ω`

k,n−1

))
= 0, (3.9)
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2Ijk − (∆x)2δjk

)
v`k,n − Ijk

(
v`k,n+1 + v`k,n−1 + 1

2
∆x
(
ω`
k,n+1 − ω`

k,n−1

))
= 0, (3.10)

qk

(
ω`
k,n +

1

2∆x
(v`k,n+1 − v`k,n−1)

)
= (uw)`n, r̃kv

`
k,n = ṽ`n , (3.11a, b)

where ∆x and ∆t are respectively the steps in x and t. The repeated suffix convention
holds for j also, except that the j = 1 equation is omitted in (3.9) and (3.10). For the
time being r̃k and ṽ can be indentified with rk and vw respectively. In §3.3 it will be
shown how they need to be replaced by generalized expressions in order to obtain a
stable convergent iterative procedure.

The pairs of equations (3.9) and (3.11a) and (3.10) and (3.11b) can be combined to
form two matrix equations of the forms

SΩ`
n = L

(
V `
n,Ω

`
n+1,Ω

`
n−1,Ω

`−1
n ,Ω`−2

n ; (uw)`n,V
`
n+1,V

`
n−1

)
, (3.12)

TV `
n = M

(
V `
n+1,V

`
n−1,Ω

`
n+1,Ω

`
n−1; ṽ

`
n

)
, (3.13)

where Ω`
n and V `

n are vectors of Chebyshev coefficients and the matrices S and T are
given by

Sjk =


− 1

4(k − 1)2 − 1

(
1− 1

2
δ1k

)
if j = 1

Ijk

(
3 +

4∆t

R(∆x)2

)
− 2δjk

∆t

R
otherwise.

Tjk =

{
1− 1

2
δ1k if j = 1

2Ijk − (∆x)2δjk otherwise.

The detailed structure of the vector operators L and M can be determined from (3.9),
(3.10) and (3.11a, b).

The quantities after the semi-colon in the arguments of L and M only affect the
values of the first components. Hence it follows from the tridiagonal form of Ijk that,
apart from their first rows, the matrices S and T are tridiagonal in form.

The system of equations (3.12) and (3.13) define a line iteration process. For
incremental downstream locations the Chebyshev vectors are recalculated. Updated
values are then immediately used in the calculations at the next streamwise position.
When the outflow boundary is reached and the Chebyshev vectors recalculated there,
the whole process is repeated, beginning at the inlet, until convergence is achieved.
This streamwise marching procedure is similar to that used by Fasel (1976).

3.1.3. Boundary conditions

At inlet (n = 0)

V `
0 = R

(
V OSe−iβ`∆t

)
, Ω`

0 = R
(
ΩOSe−iβ`∆t

)
.

The corresponding vectors of Chebyshev coefficients are obtained from numerical
solution of the Orr–Sommerfeld equation.

The boundary conditions at the outflow (n = ne) follow from (2.4a, b):

V `
ne+1 =

(
2− α2

r (∆x)2
)
V `
ne
− V `

ne−1, Ω`
ne+1 =

(
2− α2

r (∆x)2
)
Ω`
ne
−Ω`

ne−1.

Here we have introduced dummy grid points outside the domain at n = ne + 1. The
values at n = ne are updated in exactly the same way as for interior points using
(3.12) and (3.13). Afterwards the outflow boundary conditions are used to update
values at n = ne + 1.
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Owing to their predominantly tridiagonal form the matrix equations (3.12) and
(3.13) can be solved using a modified Thomas algorithm, the details of which are
given in Davies (1995).

3.2. Wall motion

Values of (uw)`n and (vw)`n (retaining for the time being the identity between ṽ and
vw) must be supplied in order to solve the system of equations (3.12) and (3.13) for
the fluid flow. From updated values of the vectors of Chebyshev coefficients, V and
Ω, pw could be recalculated from the discretized form of (2.8). This could then be
used in a discretized form of the wall equation (2.5) to solve for wall displacements
and velocities leading to new values for (uw)`n and (vw)`n. One might well imagine
this process could form the basis of an iterative procedure. However, any attempt to
implement such a scheme based on a straightforward discretization of the equation
(2.5) for the wall motion and on identifying ṽ with vw would usually lead to numerical
instability and a failure to converge. As noted in §1, in order to obtain a stable
scheme it is necessary to follow Lucey & Carpenter (1992) in grouping the wall and
hydrodynamic inertias together. Otherwise, if treated separately, one or the other
may dominate causing the iteration to fail to converge. In the present context this
can be achieved by notionally treating the total normal momentum of the channel as
a single variable:

µ = mvw +

∫ 1

0

vdy. (3.14)

Thus, using (2.8) for pw , the wall equation (2.5) can be rewritten as

∂µ

∂t
+

1

R2

(
B
∂4

∂x4
− T ∂2

∂x2
+K

)
η +

d

R
vw = − ∂

∂x

∫ 1

0

(
Uv +

1

R
ω

)
dy. (3.15)

The wall boundary condition (2.7b) needs to be replaced by a boundary condition
on µ. This new boundary condition can be obtained by applying the three-point
backward difference scheme from §3.1 to discretize the time derivative of µ appearing
in (3.15). In the same way the boundary condition (2.7b) becomes

η` = 1
3

(
4η`−1 − η`−2

)
+ 2

3
∆t(vw)`. (3.16)

Equation (3.16) can be used to eliminate η` from the discretized form of (3.15). We
thereby arrive at the required boundary condition on µ, namely

µ` +

(
2d∆t

3R
+

4(∆t)2

9
K
)
v`w = 1

3

(
4µ`−1 − µ`−2

)
− 2∆t

9

(
4Kη`−1 −Kη`−2

)
− 2

3
∆t

∂

∂x

∫ 1

0

(
Uv` +

1

R
ω`

)
dy, (3.17)

where

K≡ 1

R2

(
B
∂4

∂x4
− T ∂2

∂x2
+K

)
.

The streamwise derivatives may be discretized using second-order finite differences
and the Chebyshev expansions (3.1) and (3.2) used for v and ω. Direct reference to µ
can then be eliminated by reverting to writing it in the form on the right-hand side
of (3.14). In this way the final version of the new boundary condition is obtained in
the following form:

r̃kvk = ṽ, (3.18)
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where

r̃k =

(
m+

2d∆t

3R
+

4(∆t)2

9
K0

)
rk + qk,

ṽ = 1
3
(mrk + qk)

(
4v`−1

k,n − v`−2
k,n

)
− 2∆t

9

(
4(Kη)`−1

n − (Kη)`−2
n

)
− ∆t

3∆x

(
sk
(
v`k,n+1 − v`k,n−1

)
+

1

R
qk
(
ω`
k,n+1 − ω`

k,n−1

))
+

4(∆t)t

9
rk
(
K1

(
v`k,n+1 + v`k,n−1

)
−K2

(
v`k,n+2 + v`k,n−2

))
,

K0 =
1

R2

(
6B

(∆x)4
+

2T

(∆x)2
+K

)
, K1 =

1

R2

(
4B

(∆x)4
+

T

(∆x)2

)
, K2 =

1

R2

B

(∆x)4
.

Full details of the derivation of (3.17) and (3.18) may be found in Davies (1995).
The values of ṽ at successive streamwise positions need to be recalculated using the

latest available estimates for v and ω. Thus

ṽ`,in = ṽ
(
V `−1
n ,V `−2

n ,Kη`−1
n ,Kη`−2

n ,V `,i
n−1,V

`,i−1
n+1 , ω

`,i
n−1, ω

`,i−1
n+1

)
. (3.19)

The details of the functional dependence follow from the definition of ṽ given above.
The new boundary condition (3.18) now replaces (3.11b) and the matrix operator T

and matrix M in (3.13) are modified accordingly. Thus with use of (3.19) to determine
ṽ`,i the updated value of V `,i

n can be calculated by solving the amended version of
(3.13). The rigid-wall boundary condition can be accommodated within the same
framework by requiring

ṽ`,in =

∫ 1

0

v`,i−1
n dy = qkv

`,i−1
k,n . (3.20)

In conjunction with (3.18) this ensures that the condition vw = 0 is satisfied when the
iteration converges. By imposing the boundary condition in this way we avoid the
need to make further changes to the line iteration matrix T when dealing with the
rigid-walled section of the channel.

It remains to describe the method used to determine the values of the wall dis-
placement η` which must be inserted into the boundary condition (2.7a) for uw . Two
distinct methods have been validated. The first employs the governing equation (3.15)
to obtain a block-tridiagonal system of equations. This can be efficiently solved for
η` when the most recently updated values of v and ω are supplied. Further details
are given in Davies (1995). The second method has been developed more recently. It
uses the relation (3.16) to determine η` directly. Such an approach is made possible
by the removal of all reference to η` from the boundary condition (3.18) applied to v.
Both methods of determining η` proved to be effective for the numerical simulations,
but the second method, which uses (3.16) in a simple manner, appears to be more
efficient, converged solutions being obtained after fewer iterations.

In summary, then, the single-loop iterative procedure is as follows:
(i) Flow-field variables ω and v are updated through a streamwise marching process

by solving (3.12) and (3.13). In (3.12) the previous values of uw can be used, but the
function ṽ must be recalculated within the streamwise marching procedure.

(ii) Equation (3.16) is then used to obtain updated values of the wall displacement
η.
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Figure 4. Streamwise variation of (a) locally defined wavenumber and (b) spatial growth rate for
a TS wave propagating along a rigid-walled channel. R = 12 000 and dimensionless frequency,
β = 0.2. —, The results of the numerical simulation; · · · ·, the predictions of conventional linear
stability theory. (Data are displayed for the whole length of the domain used in the simulation.)

(iii) Updated values of uw can now be obtained from (2.7a) and passed back to the
fluid-flow update routine in (i).

The whole process is repeated until a converged solution is found. The same
iterative procedure needs to be applied at each time step.

3.3. Code validation

The two obvious tests of the computer code are to check whether it can produce
the correct results when the channel wall is either wholly rigid or wholly compliant.
Tests of this kind were carried out satisfactorily. These simulations were carried
out by using null values to initialize the disturbance field and then introducing the
time-periodic forcing appropriate to the expected TS eigenmode at the inlet. For
testing purposes we used results corresponding to a time after the leading front of the
disturbance, generated in this way, has propagated out of the downstream boundary
of the computational domain. No reflections of the disturbance at the outlet occurred.
Experimentation, using different values for the wavenumber in the implementation
of the outflow boundary condition, showed that there is a fair degree of insensitivity
to the precise value of αr chosen. This was to be expected from the previous studies
of Fasel (1976).

Good agreement was found generally between the linear theory and the simulation
results. A fairly stringent test is to compare wavenumbers and spatial growth rates.
This is done in figure 4. As can be seen there is excellent agreement between theory
and simulation. Apart from the behaviour in the immediate vicinity of the inlet
and outlet, the lack of any streamwise variation is striking. We also compared
the disturbance profiles with the eigenfunctions of the linear theory, again obtaining
excellent agreement. Similar runs were made for channels with wholly compliant walls.
In the interests of brevity these results are not shown, but they are as satisfactory as
those shown in figure 4.

After carrying out extensive grid-dependency tests we found that generally 16
Chebychev polynomials were adequate for resolving all the features in the y-variations.
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Figure 5. Neutral-stability curves for TS waves. The compliant-wall parameters are given in (4.1).
The data points ∗ and + denote the frequencies 0.24 and 0.2 respectively and both are at R = 12 000.

For the simulations reported below we chose to use 32 Chebychev polynomials. The
step size ∆x required for the finite-difference discretization in the streamwise direction
depended on the smallest wavelengths present. Generally 16 points per wavelength
were required which corresponds to ∆x = 0.4 for most of the simulations reported
below. Longer flow domains were more demanding in this respect than shorter ones
owing to the greater accumulation of phase error. For flow domains longer than
those reported below smaller values of ∆x were required. The size of the time step
used in the simulations was dictated by the requirements of convergence rather than
accuracy. The non-dimensional time steps used were typically ∆x/2.

4. Results and discussion
4.1. Results for TS frequency below cut-off

For this simulation we set R = 12 000 which is about twice the critical value for a
rigid-walled channel. The wall parameters are

m = 1
3
, T = 0, d = 0, B = 1.92× 107, K = 4B. (4.1)

These property values are quite similar to those attributed by Carpenter & Garrad
(1985) to the original Kramer (1960) compliant coatings. The value of Reynolds
number corresponds to a channel half-width of 1.5 mm and a centreline flow speed of
11 m s−1, so there should be no reason why the wall properties could not be realized
in practice.

The non-dimensional TS frequency chosen and the corresponding eigenvalues are

β = 0.24, α = 1.03− 0.0093i (rigid), α = 0.940 + 0.0109i (compliant).

This corresponds to a case where the TS wave is amplified over the rigid surface
and attenuated over the compliant wall. Figure 5 shows the location of the selected
(β, R) values relative to the two neutral curves obtained from numerical solutions of
the Orr–Sommerfeld equation. The selected value of β corresponds to a growth rate
over the rigid wall which is about 60% of the maximum.

The streamwise development of the integrals of disturbance enstrophy (strictly
defined as ω2/2) and kinetic energy,∫ 1

0

ω2dy and
1

2

∫ 1

0

(u2 + v2)dy,
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Figure 6. Streamwise development of the integrals of (a) disturbance enstrophy and (b) kinetic
energy of a TS wave propagating along a channel containing a compliant section. The compliant-wall
parameters are given in (4.1). R = 12 000 and β = 0.24. The vertical broken lines indicate the
locations of the panel edges here and in all subsequent figures of a similar type. · · · ·, The amplitude
envelopes predicted by linear stability theory.
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Figure 7. Streamwise variation of (a) wall displacement and (b) perturbation pressure for the case
shown in figure 6.

are presented in figure 6 with the corresponding wall characteristics given in figure
7. It will be noticed that the apparent wavelength in figure 6 is half that in
figure 7, this merely reflects the fact that the quantities in figure 6 are squares; the
true TS wavelength is depicted in figure 7. Figure 8 shows both the streamwise
and normal variations of u. It is an instantaneous representation obtained after
the initial disturbance has reached the outlet of the domain. The response of the
compliant panel obtained with this simulation is typical of cases where the TS
frequency is below cut-off. The question of the cut-off frequency will be discussed in
§4.3.
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Figure 8. Spatial variation of the u-component of the fluid perturbation velocity for the case shown
in figure 6. The grid lines of constant x correspond to the points used for the finite-difference
discretization. The constant-y grid lines arise from evaluating the Chebyshev expansions for the
flow variables at the Gauss–Lobatto points. ∆x = 0.4 and the number of polynomials N = 32.

Three main features stand out in figures 6–8. First, plainly the adjustment of the
TS wave to the change from rigid to compliant wall is very rapid. The dotted lines
in figure 6 indicate the amplitude envelopes predicted by linear stability theory. The
compliant panel extends from x = 12 to x = 60; and it can be seen from figure 6
that after the wave is incident on the leading edge of the compliant panel, within
less than one wavelength its amplitude is falling exactly as predicted by the linear
theory. Secondly, it is very striking how the kinetic energy and enstrophy change very
abruptly at the edges of the compliant panel. The former rises and the latter falls at
the leading edge and vice versa at the trailing edge. Lastly, it appears from figure 7
that the wall pressure is largely unaffected by the presence of the compliant panel.

The rapid changes in disturbance kinetic energy and enstrophy at the edges of
the compliant panel are mainly due to rapid changes in the streamwise velocity
component. The other velocity component, v, reaches its maximum value at the
centreline where it is less influenced by the compliant wall. The u-component, on the
other hand, as can be seen from figure 8, reaches its maximum near the wall where it
is strongly influenced by the compliant wall. In particular, since u is no longer zero
when the wall is compliant, there will be relatively greater kinetic energy near the
wall and also ∂u/∂y will be reduced near the wall. This latter feature is responsible
for the drop in vorticity at the leading edge.

4.2. Analysis of the energy flux

If the two linearized momentum equations for the disturbance are multiplied by u
and v respectively, after some further manipulation the following governing equation
for the disturbance kinetic energy is obtained:(

∂

∂t
+U

∂

∂x

)[
1
2
(u2 + v2)

]
+ uv

dU

dy
+
∂(up)

∂x
+
∂(vp)

∂y
=

1

R

(
∂(uω)

∂y
− ∂(vω)

∂x
− ω2

)
.

(4.2)
For time-periodic disturbances (4.2) may be averaged over a period (such averages
are denoted by an overbar below) and then integrated across the channel half-width
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to obtain the integral equation for the energy flux in the form

d

dx

[ (I)︷ ︸︸ ︷∫ 1

0

1
2
U(u2 + v2)dy+

(II)︷ ︸︸ ︷∫ 1

0

updy+

(III)︷ ︸︸ ︷
1

R

∫ 1

0

vωdy
]

=

∫ 1

0

−uvdU

dy
dy︸ ︷︷ ︸

(i)

− 1

R

∫ 1

0

ω2dy︸ ︷︷ ︸
(ii)

− vwpw︸︷︷︸
(iii)

+
1

R
uwωw︸ ︷︷ ︸
(iv)

. (4.3)

Equation (4.3) is similar to that derived by Morris (1976) in his study of the spatial
stability of jets. He collected the terms (I) and (II) on the left-hand side and called
them the integrated mechanical energy flux. Term (I) is the average disturbance
kinetic energy being convected past a given streamwise location. Terms (II) and (III)
are flow-work-type terms, being the rates of work done by the disturbances against
the perturbation stresses across an imaginary boundary at the streamwise location in
question. In practice, term (III) is invariably negligibly small.

Terms (i) and (ii) on the right-hand side of (4.3) are familar as the rates of energy
production by the Reynolds stress and of viscous dissipation respectively. Term
(iii) can be readily interpreted as the rate of irreversible work done to the wall by
the disturbance pressure. Term (iv) poses some difficulty in interpretation. It is
certainly not usually negligible and in all cases examined so far is negative. Carpenter
(1990) identified it as an extra energy-removal term equivalent to additional viscous
dissipation.

The streamwise variations of the various terms in (4.3) are depicted in figure 9.
Noting the difference in scale between figures 9(b) and 9(c), it can be seen that,
although term (i) – Reynolds-stress production – is of the same order of magnitude
as the other main terms over the bulk of the panel, it completely dominates them at
the panel edges. It is this large abrupt change in Reynolds-stress production at the
leading and trailing edges which is responsible for the sharp changes in disturbance
kinetic energy and enstrophy. A similar abrupt rise and fall is found in term (iii)
– pressure work – in figure 9(c), although much smaller in magnitude than the
Reynolds-stress production. The size of the Reynolds stress is determined by quite
subtle phase differences between u and v, and sharp changes in the phase difference
could be expected in the vicinity of the joins between rigid and compliant walls.
It is clear from figure 9(b) that the leading edge exerts a considerable upstream
influence since the Reynolds-stress production begins to rise steeply well before the
wave reaches the join. Perhaps one can interpret the rise in energy as evidence of
constructive interference between the incident and scattered waves. A similar, but
destructive, interference appears to occur at the trailing edge.

4.3. Approximate representation of wall response and cut-off frequency

In the simulation described in §4.1 and §4.2 the wall response is completely dominated
by the TS wave. It will be shown below that this is because the cut-off frequency
is above the range of unstable TS frequencies. It is possible in some cases for the
wall response to be strongly modified by flow-induced surface waves. For interpreting
such complex responses it is helpful to formulate an approximate representation for
the wall response.
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Figure 9. Streamwise variation of the terms in the energy flux equation (4.3) for the case
shown in figure 6.

It will have been noted that in figure 7 the wall pressure appears to be very nearly
unaffected by the presence of the joins between the rigid and compliant walls. To
a reasonable approximation, therefore, over the compliant panel we could model
the wall pressure as a superposition of Orr–Sommerfeld modes – the TS mode
plus the various flow-induced surface modes of the Orr–Sommerfeld/compliant-wall
eigensystem. Thus we take

pw = R
{
p̂weiβ(t−t0)

}
, p̂w = Atse

iαtsx +

n∑
i=1

Aie
iαix, (4.4)

where t0 is an arbitrary reference time , suffix ts denotes the TS mode, suffix i denotes
one of n flow-induced modes, and Ats and Ai are complex constants. When the wall
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pressure is modelled by (4.4), it follows from the governing equation (2.5) for the wall
motion that

η = R
{
η̂eiβ(t−t0)

}
, η̂ = Ctse

iαtsx +

n∑
i=1

Cie
iαix +

4∑
j=1

Dje
iλjx, (4.5)

where

Cts =
R2Ats

Bα4
ts +K − mR2β2

, Ci =
R2Ai

Bα4
i +K − mR2β2

.

The last term on the right-hand side of (4.4) represents the homogeneous solutions
obtained by setting p̂w = 0 in the wall equation. In the present context these solutions
are required in order to satisfy the boundary conditions (2.6) imposed at the edges
of the compliant panel. Substituting from (4.4) into (2.5) and setting pw = 0 shows
that, in the case with no damping (d = 0) or tension (T = 0), the λj are given by the
solution to

λ4 = −K − mβ
2R2

B
.

Thus

λj =

{
±(1± i)γ/

√
2 if K > mβ2R2

±γ,±iγ otherwise
(4.6)

where

γ =

(
|K − mβ2R2|

B

)1/4

.

The homogeneous solutions are thereby written as

η̂ =

{
e±γx/

√
2 cos(γx/

√
2), e±γx/

√
2 sin(γx/

√
2) if K > mβ2R2

e±γx, cos(γx), sin(γx) otherwise
(4.7)

These solutions are illustrated in figure 3.
Evidently for free waves (pw = 0) the cut-off frequncy is β0 = [K/(mR2)]1/2. When

a fluid flow is present the two solutions corresponding to (4.7) are strongly modified.
Such solutions were termed flow-induced surface waves by Carpenter & Garrad
(1986). To see what forms their dispersion relations take in particular cases, we can
solve the Orr–Sommerfeld/compliant-wall eigensystem numerically. The dispersion
relation for the case described in §4.1 is presented in figure 10. In this case the cut-off
frequencies for free waves β0 = 1.26 and unstable TS waves are found in the range
0.15 < β < 0.26. It can be seen from figure 10 that the actual cut-off frequency is
β ' 0.37 which is well above the frequency range for unstable TS waves, so it is not
surprising that the compliant-panel response is dominated by the TS wave.

4.4. Results for TS frequency above cut-off

The wall parameters are now given by

m = 1
3
, T = 0, d = 0, K = 1.92× 107, B = 4K. (4.8)

For these wall properties β0 = 0.63, i.e. half the previous value. From figure 11 it
can be seen that the dimensionless cut-off frequency is about 0.12 which is below
the frequency range 0.13 < β < 0.20 for unstable TS waves. The TS frequency and
Reynolds number are the same as before. The relationship of the chosen pair of values
(β, R) to the neutral curves obtained by numerical integration of the Orr–Sommerfeld
equation is illustrated in figure 12.
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Figure 10. Variation of wavenumber with frequency for flow-induced surface waves
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Figure 11. Variation of wavenumber with frequency for flow-induced surface waves for the
compliant-wall properties given in (4.8) and Re = 12 000.
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Figure 12. Neutral stability curves for TS waves. The compliant-wall parameters are as given in
(4.8) unless specified otherwise. The data point marked by ∗ corresponds to the simulation presented
in figures 13–17.
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Figure 13. Instantaneous streamwise distribution of the integrals of (a) disturbance energy
and (b) enstrophy. β = 0.24 and Re = 12 000. Compliant wall properties are given in (4.8).

Plots of the streamwise variations of the integrals of disturbance kinetic energy
and enstrophy are given in figure 13. The wall variables are plotted in figure 14 and
the evolution of the u-profile along the channel is depicted in figure 15. All figures
correspond to the same instant of time when the TS wave has propagated through and
out of the computational domain. It is immediately apparent from the figures that
the response of the compliant panel, which extends from x = 20 to x = 120, is very
complex. Nonetheless, judging from the exceedingly low levels of the kinetic energy
and enstrophy downstream of the compliant panel, it is very effective at suppressing
TS waves. In fact, the level of disturbance energy is so low for x > 120 that it cannot
be seen at all in figure 13. The level of enstrophy is also so low as to be barely
discernible.

In order to make sense of the complex panel response we obtained power spectra
by taking the discrete Fourier transform of the wall displacement, η, and vorticity,
ωw , at the wall for a single instant of time. The resulting spectra are plotted in figure
16. In each case we used only the data from the compliant panel 20 < x < 120.
Both spectra have been normalized to give the same maximum value. It is fairly clear
from figure 16 that there are three components – a long-wave component and two
others close together at higher wave-numbers. Each of these can be identified with
an eigenmode of the Orr–Sommerfeld/compliant-wall eigensystem. The dotted lines
plotted in figure 16 correspond to such eigenmodes, the wavenumbers being obtained
from a global eigenvalue analysis. The three eigenvalues are

α1 = −0.15 + 0.00013i, α2 = −0.83− 0.014i, αts = 0.92 + 0.021i. (4.9)

The first two correspond to flow-induced surface waves and αts to the TS wave.
To help interpret the eigenmodes an approximate analysis is carried out. If time

periodicity is assumed, it can be readily seen from the form (4.5) of the approxi-
mate representation (taking n = 2) that, at each streamwise location xk , the com-
plex amplitude of the wall displacement can be obtained from the simulation data
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Figure 15. Spatial variation of the u-component of flow perturbation for the case
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as follows:

η̂k =

(
ηk + i

1

β

∂ηk

∂t

)
t0

= Ctse
iαtsxk + C1e

iα1xk + C2e
iα2xk +

4∑
j=1

Dje
λjxk . (4.10)

There are, of course, data for vastly more than seven values of xk . Accordingly we
can determine the seven complex constants Cts, C1, C2 and Dj from a least-squares fit
over all the data available. The agreement between the resulting representation (4.10)
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Figure 16. Power spectra obtained by analysing the instantaneous spatial distribution of (a) the wall
displacement and (b) vorticity at the wall for the case shown in figure 13. The labels on the dotted
vertical lines refer to eigenmodes of the coupled Orr–Sommerfeld/compliant-wall eigenproblem.

and the simulation data is almost perfect, suggesting that the representation contains
all the essential elements.

Each component of the representation (4.10) is plotted separately in figure 17 for
the wall displacement. The actual (or total) wall displacement is shown by the dotted
curves. It will be seen that the contribution of the last term on the right-hand side
of (4.10) – the so-called homogeneous solution – is only significant in the immediate
vicinities of the panel edges. This is only to be expected from (4.7) since β < β0 (the
cut-off frequency for free waves). The close fit between (4.10) and the simulation data
suggests that a theoretical solution to the problem under study could be developed
based on the Orr–Sommerfeld equation and the equation of motion for the compliant
wall. Further details of the analysis described in this section can be found in Davies
(1995).

We turn now to the interpretation of the flow-induced eigenmodes 1 and 2. Al-
though the phase velocities of modes 1 and 2 are both negative, the signs of the
group velocities suggest that only mode 2 is upstream-propagating. This in itself is
insufficient evidence because in a non-conservative medium the group velocity does
not determine the direction of propagation unambiguously. Further evidence is to
be found from simulations for cases with wall damping. These are not shown, but
we can report that when wall damping is present mode 1 is strongly attenuated in
the downstream direction becoming barely perceptible by the trailing edge. Likewise
mode 2 is strongly attenuated in the upstream direction, becoming barely discernible
at the leading edge. Observations of the transient behaviour as the TS wave prop-
agates through the flow domain during the simulations also make plain where each
mode originates. For example, mode 1 begins to propagate downstream from the
leading edge of the panel before the TS wave has reached the trailing edge of the
panel. Accordingly the eigenmodes can be interpreted as follows. Mode 1 is a
downstream-propagating, relatively long, surface wave which is slowly attenuating.
Mode 2 is an upstream-propagating surface wave with a wavelength very similar
to the TS wave which decays much more rapidly than mode 1. Mode 1 could be
regarded as resulting from the scattering of the TS wave at the leading edge of the
panel. Mode 2 propagates upstream from the trailing edge of the panel and could
be regarded as resulting from the partial reflection or scattering of the TS wave
there.
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Figure 17. Components of wall displacement. (a) TS wave, (b) flow-induced surface wave with
wavenumber α1, (c) flow-induced surface wave with wavenumber α2, and (d) component contributed
by the homogeneous solution to the wall-motion equation. In each plot the total wall displacement
is shown by the dotted curve.

4.5. Some additional simulations

4.5.1. Partially stabilizing compliant panel

The wall parameters in this case are identical to those used in §4.1 and given in
(4.1), except that the frequency is lower at β = 0.2. This brings the TS wave into
the unstable regime inside the neutral curve for the compliant surface – see figure
5. The TS wave now has a much reduced growth rate over the compliant panel
rather than being attenuated. This state of affairs leads to some obvious differences
from the results discussed in §4.1, but otherwise the physics is essentially unchanged.
The TS wave still adjusts to the presence of the compliant wall very rapidly and the
disturbance energy and enstrophy still exhibit the same sort of rapid changes at the
panel edges.

4.5.2. Damped compliant panel for TS frequency above cut-off

For this simulation the wall parameters are the same (i.e. (4.8)) as used in §4.4
except that the damping coefficient d = 1000. (Note that the effective dimensionless
damping coefficient is given by d/R). The corresponding neutral curve is plotted in
figure 12. In this case the three eigenmodes which make up the main components of
the wall motion are given by

α1 = −0.15 + 0.045i, α2 = −0.83− 0.031i, αts = 0.92 + 0.015i.

The real parts are identical to those for the undamped simulation, but there is a
strong stabilizing effect on the two flow-induced modes and the TS wave is slightly
less damped.
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Figure 18. Instantaneous (a) disturbance kinetic energy and (b) enstrophy for a damped compliant
panel; d = 1000 otherwise the wall and flow parameters are the same as for figure 13.

Figure 18 displays the integrals of disturbance energy and enstrophy. It can be
seen that, again, there are large peaks in E in the vicinity of the panel’s leading edge.
There is a general decline in energy and enstrophy over the compliant panel, but the
trailing edge cannot be distinguished so readily as in the undamped case. The spectra
are not shown here, but it can be reported that mode 2 is now so weak that it cannot
be discerned in the spectra. Nonetheless it probably does have a discernible effect
near the panel’s trailing edge where a slight rise in the amplitude of the enstrophy
integral can be seen in figure 18(b).

4.5.3. Very short compliant panels

One of the practical motivations of the present work is to find out how short
a compliant panel could be without losing its capability to suppress TS waves.
Accordingly, we carried out the two simulations depicted in figure 19. In this case the
panels extend from x = 12 to x = 25.6 and are about two TS wavelengths long. The
frequency β = 0.24 and the Reynolds number R = 12 000. The other properties for
case (a) are as given in (4.1) and for case (b) as given in (4.8) except that d = 1000
in the latter case. Thus the TS frequency is below cut-off for case (a) and above for
case (b). In both cases the panels are about two TS wavelengths long.

The time-averaged convected disturbance energy

Ec =

∫ 1

0

1
2
U(u2 + v2)dy
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Figure 19. Streamwise distributions of the time-averaged convected disturbance energy for a TS
wave passing over a very short compliant panel extending from x = 12 to x = 25.6. The other wall
and flow parameters for (a) and (b) are the same as for figure 6 and figure 18 respectively.

is plotted in figure 19. It can be seen that the panel response for (a) is relatively simple
and the the panel plainly suppresses the growth of TS waves. In case (b) the very
large rise in convected disturbance energy at the leading edge and corresponding drop
at the trailing edge of the panel obscures the evolution of the TS wave. Nonetheless
to judge by the level of convected disturbance energy immediately downstream of the
panel, it too retains its effectiveness in suppressing TS growth.

A few simulations were also carried out for very short compliant panels only a
single TS wavelength long or even shorter. As may be expected in such cases the
effects of the two compliant–rigid joins will dominate over any stabilizing effect similar
to that exhibited by a longer panel. Moreover, not surprisingly, there was evidence
of some kind of interference between the motions excited at each join. Interestingly,
some simulations revealed that by using a very short compliant panel, it sometimes
proved possible to obtain a larger reduction in disturbance amplitude than would
have been achieved if instantaneous adaptation to the TS growth rate found over an
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infinite compliant wall had been assumed at the joins. Plainly, this unexpected and
novel stabilizing effect merits further investigation.

4.5.4. Simulations for other values of Reynolds number and for panels with clamped
ends

The results presented above were all obtained for R=12 000. Simulations have been
run at other Reynolds numbers (above the critical value) to confirm that these results
are typical. Some simulations have also been obtained with clamped-end conditions
imposed at the panel’s leading and trailing edges. As would be expected the results
show that the rapid changes at the leading and trailing edges are somewhat less severe
with clamped ends, otherwise the flow physics is very similar.

5. Conclusions
Numerical experiments have been carried out on the evolution of two-dimensional

Tollmien–Schlichting (TS) waves in a plane channel flow with part of the otherwise
rigid wall replaced with a compliant panel. The numerical scheme is based on a
novel velocity–vorticity formulation. The spatial discretization is achieved by means
of a hybrid spectral/finite-difference approach, resulting in a very efficient and stable
tridiagonal scheme. Stable converged solutions can be achieved taking full account
of the wall inertia even for non-periodic temporal variation. The scheme copes
successfully with the development of self-excited disturbances in the compliant panel
and with strong upstream propagation of disturbances.

The simulations have led to the following main conclusions about the flow physics:

(i) Short compliant panels (even as short as one TS wavelength or less) retain
an ability to suppress the growth of TS waves. Thus in a low-disturbance flow
environment maintaining laminar flow at an indefinitely high Reynolds number may
well be possible using suitably designed multiple-panel compliant walls. This assumes,
of course, that no other instability mechanism comes into play.

(ii) Whether the TS wave is above or below the cut-off frequency of the compliant
panel is an important factor in determining the form of the panel’s response. When
the TS frequency is below cut-off the panel’s response is dominated by the TS wave,
but for frequencies above cut-off the reponse is much more complex. The cut-off
frequency in the presence of a shear flow is usually much lower than the value for
free waves.

(iii) It is shown that when the TS frequency is above cut-off the wall motion can
be very accurately described by a superposition of four components: the TS wave;
a damped, flow-induced surface wave which propagates upstream from the trailing
edge with a wavelength close to the TS one; a lightly damped, almost neutral, much
longer, flow-induced surface wave that propagates downstream from the leading
edge of the panel; and a local response at the panel edges that can be closely
modelled by the solutions to the pressure-free equation of motion for the compliant
wall. The three travelling-wave components are all eigenmodes of the coupled Orr–
Sommerfeld/compliant-wall eigensystem while the fourth component takes a very
simple analytical form. This suggests that a theoretical solution to the problem could
be developed based on the Orr–Sommerfeld equation.

(iv) The panel edges exert a strong upstream influence. This either manifests itself in
a localized fashion near the leading edge or over a much greater distance in the form
of the upstream-propagating wave mentioned in (iii).
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(v) The integrals of disturbance kinetic energy and enstrophy exhibit very rapid
streamwise change in the vicinity of the panel edges. The energy integral always rises
sharply at the leading edge and falls at the trailing edge. The opposite is true for the
enstrophy integral. A study of the various energy flux terms shows that this behaviour
is associated with a rapid rise in the energy production by the Reynolds shear stress
at the leading edge followed by the reverse at the trailing edge. There is also a
much smaller rapid rise in the work done by the pressure force near the leading edge.
These rapid streamwise variations would tend to increase the receptivity of boundary
layers to free-stream disturbances. Another, possibly relevant, adverse effect of rapid
streamwise variations was revealed in recent wind-tunnel experiments on boundary-
layer instability described by Medeiros & Gaster (1996) and Healey (1995). They
showed that rapid variations in amplitude can enhance nonlinear breakdown. Neither
of these effects were investigated here, but they could reduce some of the benefits of
using short panels.

(vi) The observations in the items (i) to (v) above pertain to undamped compliant
walls. The picture is not greatly different when damping is included. Its main effect
is to attenuate both the surface waves.

The work described in this paper was undertaken with the support of MTD Ltd.
and EPSRC through the award of a research grant.
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